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Preface  
 
My first book on influence warfare, published in 2009, examined propaganda, psychological 
operations and disinformation, especially how websites, blogs, e-mail, online videos, digital 
magazines and other such things were used to shape beliefs, attitudes and behaviors. The central 
theme of that book was how governments were competing with terrorists for influence and 
support in the public domain, and particularly on the Internet. More recently, my research has 
focused on how nation-states (like Russia, China, Iran and the Philippines) have embraced new 
forms of online information operations against foreign and domestic audiences, often in pursuit 
of political goals. But I also found many perpetrators of influence operations that were neither 
states nor terrorists. Some were merely individuals who had found a way to profit from 
disseminating disinformation and provoking emotions via social media platforms, while others 
were teams, or even formal companies with expertise in data analysis and online marketing. In 
the end, as with many journeys of intellectual exploration, I discovered that what I’ve been 
calling influence warfare is far more complicated than I had originally envisioned. 

Digital forms of influence warfare encompass much more than state-sponsored meddling 
in U.S. elections, terrorist movements seeking to inspire and indoctrinate new recruits, or 
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political parties seeking to provoke and deceive target audiences. There is a massive profit-
making enterprise, built to function upon (and take advantage of) an even larger profit-making 
enterprise created by social media platforms with hundreds of millions of users worldwide. 
Throughout this enterprise there are clear and recognizable strategies and tactics used to 
manipulate the perceptions and behaviors of others. The mercenary’s arsenal of methods and 
tactics include deception (including information deception, identity deception, and engagement 
deception), emotional provocation, and outright attacking the target (to include bullying, 
hacking, exposing embarrassing information online, etc.). The first several chapters of this book 
will examine these methods (as well as the underlying economics of this industry), with many 
examples to illustrate what is meant by the term digital influence mercenaries, what they do and 
why. 

Digital influencing involves people exploiting other people, using the tools and platforms 
of social media as a means to an end. But these operations are not only about technology—
automated fake accounts, data algorithms, deepfake videos, and so forth. As reflected in the 
chapters of this book, this arena of activity involves the intersections of human behavior, beliefs, 
preferences, technology, power and profit. The targets of these digital influence operations are 
you, me, and the billions of other people worldwide who are providing free and unfiltered access 
to themselves by posting photos, personal revelations, telling people where they are at a given 
moment, publicly declaring their likes and dislikes, and showcasing who their friends and family 
are. Further, because of the profit models that pervade the attention economy, Internet firms 
track a user’s patterns of behavior so they can formulate the right kinds of advertising 
campaigns. Just as every click and keystroke can be monitored, recorded, and used for analysis 
that generates advertising profits for the Internet companies, the same data inform the strategies 
and tactics of digital influence.  

There are also important psychological dimensions to the effectiveness of digital 
influence efforts, as we’ll explore in Chapters 3 thru 7. For example, successful mercenaries 
understand that human beings typically have a strong desire to avoid uncertainty. We adopt a 
wide range of decisions and behaviors that are meant to reduce uncertainty and mitigate its 
effects. Unfortunately, these decisions and behaviors create opportunities that digital influence 
mercenaries can exploit for their own purposes. For example, we know that exploiting 
uncertainty and fear is a powerful way to grab attention and to provoke emotional or behavioral 
responses among the targets of an influence effort. There are also ways to manufacture 
uncertainty where there once was none—such as spreading false information about scientific 
evidence linking smoking and health risks. 

At the same time, when we have strong beliefs or confidence about the world around us 
(and our place within it), we tend to prefer only information that bolsters our confidence, while 
avoiding or rejecting information that contradicts what we believe. We like to see things that 
support our beliefs, as this makes us feel good about choices we have made. But this also creates 
opportunities that digital influence mercenaries can exploit for their own purposes. For example, 
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influence operations can use provocation tactics to challenge our beliefs, compelling us to defend 
our beliefs in something we feel strongly about.  

Provoking a reaction is a cornerstone of digital influence operations, because it generates 
online engagement (e.g., getting us to click on a link, post some sort of comment, reply to a 
message that offends us, etc.), and that engagement can generate revenue for the mercenary. 
They may be paid to do such things, but they can also focus their efforts on luring people to an 
ad-heavy website, where visitors will see loads of bias confirming information, while the 
mercenary watches their ad revenues increase. Further, mercenaries are increasingly able to 
exploit media outlets, some of whom will repeat false narratives while others attempt to counter 
those with fact-checking and condemnation—in both cases, amplifying the original 
disinformation. 

Confronting the efforts of digital influence mercenaries will require a whole-of-society 
effort, as we’ll discuss briefly in the concluding chapter. Social media platforms have already 
begun tagging disinformation with warning labels, while coordinated inauthentic behavior is 
being identified and blocked. Websites, Facebook pages, and YouTube channels are being shut 
down, and social media accounts are being suspended, often permanently. Governments in 
Europe and North America have launched numerous investigations, and in some cases have 
brought criminal charges (like the U.S. did against individuals involved in attempts to influence 
the 2016 presidential election). A flurry of new research articles, reports and books have shed 
light on the problems of fake social media accounts, troll farms, fake news, manipulated photos 
and videos, and the threats these and other things pose to the health and prosperity of a 
democratic society. But each of us also has an important role to play in recognizing and repelling 
digital influence efforts by taking personal responsibility for critical thinking and self-reflection 
about our biases and prejudices, while also thinking carefully before sharing or spreading 
information that benefits the digital influence mercenaries at our own expense. 
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